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Abstract. In order to be economically viable, flood disaster mitigation should be based on a
comprehensive assessment of the flood risk. This requires the estimation of the flood hazard
(i.e. runoff and associated probability) and the consequences of flooding (i.e. property damage,

damage to persons, etc.). Within the ‘‘German Research Network Natural Disasters’’ project,
the working group on ‘‘Flood Risk Analysis’’ investigated the complete flood disaster chain
from the triggering event down to its various consequences. The working group developed

complex, spatially distributed models representing the relevant meteorological, hydrological,
hydraulic, geo-technical, and socio-economic processes. In order to assess flood risk these
complex deterministic models were complemented by a simple probabilistic model. The latter

model consists of modules each representing one process of the flood disaster chain. Each
module is a simple parameterisation of the corresponding more complex model. This ensures
that the two approaches (simple probabilistic and complex deterministic) are compatible at all

steps of the flood disaster chain. The simple stochastic approach allows a large number of
simulation runs in a Monte Carlo framework thus providing the basis for a probabilistic risk
assessment. Using the proposed model, the flood risk including an estimation of the flood
damage was quantified for an example area at the river Rhine. Additionally, the important

influence of upstream levee breaches on the flood risk at the lower reaches was assessed. The
proposed model concept is useful for the integrated assessment of flood risks in flood prone
areas, for cost-benefit assessment and risk-based design of flood protection measures and as a

decision support tool for flood management.
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1. Introduction

Flood defence systems are usually designed by specifying an exceedance
probability and by demonstrating that the flood defence system prevents
damage for events corresponding to this exceedance probability. This con-
cept is limited by a number of assumptions and many researchers have
called for more comprehensive design procedures (Plate, 1992; Bowles
et al., 1996; Berga, 1998; Vrijling, 2001). The most complete approach is
the risk-based design which strives to balance benefits and costs of the
design in an explicit manner (Stewart and Melchers, 1997). For example, an
optimal flood defence system, chosen from multiple options, can be found
by minimising the life-cycle costs, i.e. the expected costs during the lifetime
of the system. The costs also include failure costs which relate to the
adverse effects of system failure (monetary damage, loss of life, injury, etc.).
Failure is defined as a state where the system does not fulfil its purpose,
i.e. it does not provide safety. For example, failure of a river levee occurs
when the levee’s hinterland is inundated, e.g. because the river water level
exceeds the levee crest or because the levee breaches due to internal ero-
sion. In the context of risk-based design, flood risk encompasses the flood
hazard (i.e. extreme events and associated probability) and the conse-
quences of flooding (i.e. property damages). Ideally, a flood risk analysis
should take into account all relevant flooding scenarios, their associated
probabilities as well as their possible consequences and damages. Thus, a
flood risk analysis should finally yield the full distribution function of the
flood damages in the area under consideration.

In the past, comprehensive flood risk analyses have been an exception.
Most analyses have been limited, e.g. by only considering a few failure sce-
narios or by neglecting the consequences of a failure. Such limitations in
the analyses have often been the result of a lack of data or lack of knowl-
edge of the complex interactions in predicting extreme events and their con-
sequences. With advances in data acquisition and widespread availability of
high-speed computerised tools, comprehensive flood risk analyses are
becoming feasible and are gaining increased attention. This is a develop-
ment that certainly can be observed in the field of dam safety (Berga, 1998).

The purpose of this paper is to present the methods and results of a
comprehensive flood risk analysis developed within the framework of the
German Research Network Natural Disasters (DFNK). The working
group ‘‘Flood Risk Analysis’’ of the DFNK investigated the complete
flood disaster chain from the triggering event to its consequences: ‘‘hydro-
logical load – flood routing – potential failure of flood protection struc-
tures – inundation – property damage’’. The working group consisted of
eight sub-projects which studied in detail the different processes of the
flood disaster chain. For each element, complex, spatially distributed
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models were applied, representing the meteorological, hydrological, hydraulic,
geo-technical, and socio-economic processes (Grothmann and Reusswig,
2006; Holz et al., 2006; Kamrath et al., 2006; Menzel et al., 2006). The stan-
dard way to quantify the flood risk is the combination of all processes of the
flood disaster chain in a Monte-Carlo framework, which, however, involves
an immense amount of CPU-time and difficulties with parameter estimation.
This paper illustrates how the complex models can be complemented by a
simple stochastic model consisting of modules each representing one pro-
cess of the flood disaster chain. Each module is a simple parameterisation
of the corresponding more complex deterministic model, where the param-
eterisations and parameters are calibrated against the data and results of
the corresponding complex models. This ensures that the two approaches
(simple probabilistic and complex deterministic) are compatible at all steps
of the process chain.

Figure 1 shows an illustration of the two alternative strands represent-
ing the flood disaster chain. In the complex strand (left), the runoff pro-
cesses are represented by stochastic rainfall simulations and spatially
distributed catchment models; in the simple strand (right) the same pro-
cesses are represented by the flood frequency curves and correlations be-
tween catchments. In the complex strand (left), the levee failure is
represented by a geo-technical model; in the simple strand (right) the same
processes are represented by the failure probabilities as a function of over-
topping height and duration. In the complex strand (left), the damages are
calculated by combining hydrodynamic simulations with a spatially distrib-
uted inventory of the property values; in the simple strand (right) damages
are calculated from a damage function.

The advantages of the simple approach are numerous. First, signifi-
cantly less CPU time is needed which allows application of the approach
in Monte Carlo simulations. Second, the simple approach involves fewer
parameters, so parameter estimation is more straightforward and robust.
Third, the simpler model structure makes it easier for the analyst to under-
stand the main controls of the systems. These advantages come at the
expense of omitting some of the subtleties of the flood disaster chain.

In this paper, the feasibility of the simple approach is illustrated for a
reach of the river Rhine in Germany. The flood risk, i.e. the distribution
function of the direct monetary flood damage, is derived for a polder that
is only inundated if the protecting levee system fails.

2. Investigation Area

As a target area, the reach of the Rhine between Cologne and Rees was
selected with a focus on the polder at Mehrum (Figure 2). The polder at
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Figure 1. Scheme of the model components.

Figure 2. Schematic location of discharge gauges, levee breach locations (BL) and
considered tributaries.
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Mehrum is a rural area of 12.5 km2, which is only inundated if the pro-
tecting levee system fails.

The model considers the following elements of the flood disaster
chain: hydrological load, flood routing between the gauges Cologne and
Rees, levee performance at two locations (Krefeld, Mehrum) and dam-
age in the flooded areas within the polder at Mehrum (Figure 1). The
two levee breach locations selected for the simulation differ significantly
in their storing capacity. At Krefeld the large unbounded hinterland pro-
vides a retention basin with a practically infinite retention capacity
whereas the polder at Mehrum is strictly confined to a comparatively
small volume. The levees at the two breach locations are similar, but the
levee crest is higher at Mehrum, i.e. larger flood waves are required to
overtop the levee at Mehrum in comparison to Krefeld. Table I summa-
rises the basic geometric properties of the levees along with the polder
volumes.

3. Model and Input Data

The risk analysis for the flood disaster chain is based on the following
modules:

• Hydrological load
• Flood routing
• Levee failure and outflow through levee breach
• Damage estimation
• Monte Carlo framework

3.1. HYDROLOGICAL LOAD

The hydrological load was derived from the flood frequency curve of the
gauge Cologne/Rhine based on the annual maximum series from 1961 to
1995 (AMS 1961–1995). Four distribution functions were fitted to AMS
1961–1995: Gumbel, Pearson-III, Weibull and the Lognormal distribution.
The four distribution functions were weighted by a Maximum Likelihood
method to construct a composite probability distribution function (Wood
and Rodriguez-Iturbe, 1975):

Table I. Basic geometric properties of levees at breach locations and polder volumes.

levee foot
(LF) [m a.s.l.]

levee crest
(LC) [m a.s.l.]

discharge at
LC QLC[m

3/s]
Volume of Polder
at LC Vpol [m

3]

Krefeld 28.57 31.78 13,830 practically infinite

Mehrum 21.94 26.38 15,660 6.43*107 (at LC)
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where �f : composite probability density function; fi: individual pdfs; hi:
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with i=1, ..., 4 denoting the distributions and j=1, ..., n the values of the
annual maximum series.

This method gave the following weights hi for the individual distribu-
tions and AMS 1961–1995: Gumbel: h1=0.0743; Lognormal: h2=0.1525;
Weibull: h3=0.3270; Pearson III: h4=0.4463

Figure 3 shows the four individual distributions and the composite dis-
tribution as well as their agreement with the empirical exceedance proba-
bilities of the observed data (AMS 1961–1995) which were estimated by

Figure 3. Different distribution functions fitted to the annual maximum flood series
1961–1995 of the gauge Cologne/Rhine.
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Weibull plotting positions. The composite distribution function is most
similar to the Pearson III distribution.

In order to determine levee breaches and inundation levels of the pol-
ders it was necessary to generate flood hydrographs in addition to the
maximum discharge. Hence typical flood hydrographs were generated at
the gauge Cologne by means of non-dimensional or normalised hydro-
graphs (Dyck and Peschke, 1995) in combination with cluster analysis.

For each flood event of the series AMS 1961–1995 a normalised hydro-
graph of the direct runoff was calculated as follows (Dyck and Peschke,
1995):
– Baseflow QB was separated from total runoff Q assuming a linear base-
flow hydrograph between the beginning and the end of direct runoff.

– The direct peak flow QDmax and the time to peak tQDmaxwere deter-
mined.

– The hydrograph of the direct runoff QD was normalised by

QDnorm ¼ QD=QDmax ðdirect runoffÞ ð3Þ

tnorm ¼ t=tQDmax
ðtimeÞ ð4Þ

so that the scaled direct peak flow is unity at time 1.
The normalised hydrographs of direct runoff within the AMS 1961–

1995 were finally scaled to a consistent duration of tnorm=10.
In order to find typical shapes of the hydrographs, cluster analysis with

Euclidian distance and the average-linkage-between-groups-algorithm was
applied twice. All normalised hydrographs were included in the first cluster
analysis, which yielded the dendrogram shown in Figure 4a. A split of five
clusters gives four small clusters containing one to three events and one big

Figure 4. Dendrogram of the cluster analyses (Euclidian distance, average linkage
between groups) of normalised hydrographs. (a) all 35 normalised hydrographs (nor-

malised time: 0 £ tnorm £ 10), (b) 28 hydrographs (big cluster of analysis A, normalised
time: 0 £ tnorm £ 2).
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cluster of 28 events (Table II). The small clusters exhibit rather small times
to peak of 6–13 days (cluster 1, 2, 4 and 5 in Table II) and the maximum
peak flow is succeeded by multiple smaller peaks (cluster 1, 2, 4 and 5 in
Figure 5). The big cluster, however, exhibits a considerably larger time to
peak and the hydrograph is single peaked ending at a normalised time of
tnorm�3.

As a result of the normalisation of both the time and the flow axes to
unity, the time period between the beginning of direct runoff and the peak
(0 £ tnorm £ 1) is less represented in this cluster analysis than the time
between the peak and the end of direct runoff (1< tnorm £ 10). Therefore,
the big cluster (cluster 3 of the first analysis) was subjected to a second
cluster analysis where the normalised hydrographs with 0 £ tnorm £ 2 were
considered. Here (Figure 4b), the three cluster solution was chosen. While
cluster 33 still shows a uniform hydrograph with a single peak, the hydro-
graphs of cluster 31 and cluster 32 have multiple peaks preceding the max-
imum peak flow. Also, their time to peak is considerably longer (Table II).
The result of this procedure are seven different types of typical, realistic
hydrographs: single peaked hydrographs and various multiple peaked hydro-
graphs (Figure 5). Within the Monte Carlo framework (see section 3.5) the
normalised hydrographs were rescaled using the flood frequency statistics at
Cologne and the parameters in Table II.

Since the major tributaries in the selected reach Lippe and Ruhr were
also considered in the model, their maximum discharges and the shape of
their hydrographs had to be determined, too. The peak discharges in the
main river (gauge Cologne, Rhine) and the discharges of the corresponding

Table II. Mean parameters (peak flow, time to peak, baseflow) for each cluster at stream

gauge Cologne (Rhine).

Counts Peak flow

[m3/s]

Time to

peak [d]

Flood

duration [d]

Initial baseflow

[m3/s]

Final baseflow

[m3/s]

Analysis A

Cluster 1 3 4,750 6.3 36.0 1,400 2,100

Cluster 2 2 5,730 13.5 43.5 1,535 2,150

Cluster 3 28 6,682 16.6 35.8 1,647 2,151

Cluster 4 1 7,600 8.0 35.0 1,270 1,990

Cluster 5 1 7,290 6.0 35.0 2,480 2,680

Analysis B

Cluster 31 7 7,190 29.9 47.7 1,492 2,163

Cluster 32 3 7,063 21.3 41.3 1,997 2,590

Cluster 33 18 6421 10.7 30.3 1,650 2,072

Analysis A: all 35 normalised hydrographs (normalised time: 0 £ tnorm £ 10), Analysis B: 28
hydrographs (cluster 3 of analysis A, normalised time: 0 £ tnorm £ 2).
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events in the tributaries (gauge Schermbeck I (Lippe) and gauge Hattingen
(Ruhr)) in the AMS 1961–1995 are correlated (Table III) and their rela-
tionship is approximately linear (Figure 6). Therefore, peak discharges at
the tributaries were generated based on linear regressions and the correla-
tions between main river and tributaries (cf. 3.5). The mean shapes of the
hydrographs in the tributaries were determined for each cluster in Table II,
i.e. the hydrographs of the tributaries corresponding to those at the main
river were identified.

3.2. FLOOD ROUTING

The second module of the flood disaster chain is a routing module consist-
ing of the Muskingum routing method for flood waves in river channels

Figure 5. Normalised and clustered hydrographs of direct runoff from 35 annual
maximum events at gauge Cologne (Rhine) (AMS 1961–1995).

Table III. Correlation between the peak flows in annual maximum series AMS 1961–1995
(Cologne, Rhine) and the peak discharges of the corresponding events in the tributaries.

Cologne, Rhine Hattingen, Ruhr

Hattingen, Ruhr 0.60

Schermbeck I, Lippe 0.62 0.91
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(Maidment, 1992). The required parameters, travel time K and form
parameter m, were estimated for the defined river reaches from the 35
flood events of the years 1961–1995, which were simulated with the
1-dimensional, non-stationary hydrodynamic model SOBEK (Kamrath
et al., 2006). The travel times for the reaches were calculated as the mean
travel times K of the peak discharges between the gauging stations, whereas
the form parameter m was estimated from the complete flood waves utilising
a Minimisation of Least Squares method.

3.3. LEVEE FAILURE AND OUTFLOW THROUGH LEVEE BREACH

For the calculation of the failure probability of a levee, a general engineer-
ing technique was applied in which a breach condition is defined as the
exceedance of a load factor over a resistance factor. Applying this concept
to the most important failure mechanism for new river levees, the breaching
due to overtopping, the breach criterion is defined as the difference qD
between the actual overflow qa [m3/s] (the load factor) and the critical
overflow qcrit [m

3/s] (the resistance factor):

Figure 6. Linear regressions between maximum discharge of the Rhine (gauge
Cologne) and maximum discharge of the tributary rivers Ruhr (gauge Hattingen) and

Lippe (gauge Schermbeck I) of the corresponding events with 95% prediction inter-
vals for annual maximum series AMS 1961–1995 of the Rhine at Cologne.
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if qa > qcrit ! breach ð5Þ

or

if qD > 0! breach

where

qD ¼ qa � qcrit

qa ¼ A � dh3=2 ðKortenhaus and Oumeraci; 2002Þ ð6Þ

qcrit ¼
m5=2c � k1=4

125 tan a3=4i

(Vrijling, 2000) ð7Þ

mc ¼ fg
3:8

1þ 0:8 log10ðteÞ
ð8Þ

and where A[m2/s] is a summary parameter representing the geometric fea-
tures of the levee (see Kortenhaus and Oumeraci, 2002 for details), dh[m] is
the difference between the water level and the levee crest, mc [m/s] is the
critical flow velocity, ai [deg] the angle of the inner talus, k[m] the rough-
ness of the inner talus, fg [ ] a parameter describing the quality of the levee
turf and te the overflow duration [h].

Based on this intermediate complex deterministic model a probabilistic
model describing the conditional failure probability depending on overtop-
ping height and time is derived. In order to calculate the failure probabil-
ity, the method of derivation of conditional levee failure curves described in
USACE (1999) was extended in this work. Since the definition of the fail-
ure criterion in (5) contains two independent variables, dh and te, it was
necessary to construct a conditional failure probability surface instead of a
one-dimensional failure curve. The derivation of the conditional failure
surface for each breach location comprises the following steps:
– Description of the uncertainty of the parameters in (6)–(8), i.e. estimates
of mean values, standard deviations or coefficients of variance and distri-
bution types. Values or estimates of these moments can be found in Vrij-
ling (2000).

– Perform a Monte Carlo (MC) simulation using a fixed pair of (dh, te) to
calculate the breach criterion qa)qcrit. In this step, 104 MC-samples per
pair of independent variables were simulated.

– Calculate the moments of the MC-simulation results and identify an
appropriate distribution type.

PROBABILISTIC FLOOD MODELLING 89



– Extract the probability of exceedance of the breach criterion qa)qcrit=0
from the cumulative distribution of the MC-simulation result. This is the
failure probability of the levee for a given overflow height dh after a gi-
ven duration te.

– Repeat the procedure for other pairs of (dh te)
– Construct the failure surface from the failure probabilities of the (dh, te)-
tuples.

As an example, Figure 7 shows the results of a single MC-simulation for
dh=0.15 m and te=3 h. Figure 8 shows the resulting failure probability
surface for the breach location Krefeld.

The outflow through a levee breach is calculated from an empirical out-
flow formula presented in Kamrath et al. (2006). This formula is based on
the standard weir formula of Poleni, but with enhanced empirical relation-
ships between the weir coefficient and geometric and hydromechanic parame-
ters of the levee and the river. These relationships were calibrated for the
Lower Rhine at the selected breach locations, using the 2-dimensional breach
outflow simulations performed by Holz et al. (2006). From this formula it

Figure 7. Fit of the Weibull-distribution to MC-simulation result for dh=0.15 m and
te=3 h; MC sample size=104, goodness of fit: R2=0.99956 (fit to CDF).
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was possible to calculate the outflow through a levee breach depending upon
the water levels of river and polder and the breach dimensions.

However, for the temporal and spatial breach development at the two
breach locations no functional relationship could be found due to the very
complex breach mechanism and the high variability in the factors influenc-
ing the breach development (Singh, 1996). Therefore, some simplifying
assumptions were made based on an expert assessment. It was assumed
that the breach development is completed within 1 h. This is a reasonable
and justifiable assumption since the temporal development of a breach is
quick within minutes to a couple of hours and has consequently little
impact on the overall expected damage in the hinterland. The spatial devel-
opment, however, is more important and more uncertain. Knowledge
about levee breach widths is very limited and mostly based on empirical
evidence only. In this paper, therefore, the risk assessment was performed
for a number of scenarios of different breach widths at Krefeld, varying
the widths from 100 to 400 m, and a fixed width of 100 m at Mehrum.
The choice of a fixed breach width at Mehrum is justifiable by the small
volume of the polder, which is filled within a very short time even in case
of a small breach width of, say, 100 m. This means that the flood retention
capacity of the polder at Mehrum is determined by the volume of the pol-
der rather than by the dimension of the levee breach, as it is the case at

Figure 8. Levee failure probability surface for breach location Krefeld derived with

the proposed procedure.
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Krefeld. Figure 9 shows the reduction of a hypothetical flood for breaches
at Krefeld and Mehrum, where the same flood wave was used for the two
breach locations, i.e. the travel time and reshaping of the flood wave from
Krefeld to Mehrum was neglected in this case. It can be seen from Fig-
ure 9 that the very large storage capacity of the polder at Krefeld signifi-
cantly decreases the flood wave, whereas the outflow into the polder at
Mehrum has only a marginal effect on the peak discharge.

3.4. DAMAGE ESTIMATION IN INUNDATED AREAS

The last module estimates direct monetary losses within the polder at Meh-
rum. Flood damage can only occur if the levee system at Mehrum fails.
Since inundated areas were not calculated directly by the model, a damage
function that relates the damage in inundated areas in the polder at
Mehrum to the inflow water volume after/during a levee failure had to be
determined. This was done by assuming the filling of the polder in 0.5 m
steps up to the levee crest and intersecting each inundation layer with
the land use map and the digital elevation model. The damage of the

Figure 9. Reduction of a hypothetical flood by levee breaches at Krefeld and Meh-
rum. The hypothetical flood is the flood of 1995 scaled by a factor of 1.5; Br=breach
width in m.
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inundated land use types was estimated by combining assessed replacement
values and stage-damage curves:

Dsec ¼ AINsec � dsecðhÞ � Vsec ð9Þ

where Dsec total direct property damage per economic sector [e], AINsec

inundated area per economic sector [km2], dsec(h) average property damage
per economic sector as a function of the inundation depth [–], vsec sector-
specific economic value [e/m2]

The sector-specific economic values are independent from a given inun-
dation scenario. They were determined from the economic statistics of
Northrhine–Westphalia from 1997 (capital stock data according to the
system of national accounts from 1958 and land use information from
the statistical regional authorities in Northrhine–Westphalia). The replace-
ment values were scaled to the year 2000 by data on the development of
capital stocks in Northrhine–Westphalia (1995: 100; 1997: 102.8; 2000:
108.2) and adjusted to Mehrum by comparing the gross value added per
employee in that region with that of entire Northrhine-Westphalia. Values
in the sector of private housing were assessed by the number of build-
ings, households and cars in the target area and their respective average
insured capital in 2000. Appropriate data were provided by the German
Insurance Association. All replacement values for Mehrum are summa-
rized in Table IV.

The distribution of the economic sectors (industry, private housing,
infrastructure etc.) within the polder at Mehrum was given by a land regis-
ter – the German official topographic–cartographic information system
ATKIS (Table IV). This analysis yields a total value of 340 Mio. e for the
assets (buildings and contents) in the polder at Mehrum.

The average property damages per economic sector dsec(h) depend on
the inundation depth. Stage-damage functions were derived in accordance

Table IV. Economic damage per sector in the polder at Mehrum.

Economic sector Area in the polder
at Mehrum [m2]

Replacement value
2000 [e/m2]

Private housing 471,100 562.14

Manufacturing and building industry 4,300 244.87

Public infrastructure 30,500 466.51

Energy and water supply 19,700 1784.58

Traffic and communication engineering 400 41.07

Buildings in agriculture and forestry 511,000 48.46

Agricultural area, forest and others 11,653,900 –

Total 12,690,900 –
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with ProAqua (2000, unpublished). Damage was determined per inundated
grid cell using Equation (9). The total damage of a scenario amounts to
the sum of the damages of all grid cells. The resulting relationship between
inflow volume and property damage in the polder at Mehrum based on a
step-by-step replenishment of the polder is shown in Figure 10. With the
used stage-damage curves a maximum damage of 120 Mill. e may occur
which amounts to 35% of the estimated values.

The curves so estimated were compared to damage estimates based on
space-time patterns of inundation after a levee failure at Mehrum simu-
lated by Kamrath et al. (2006). Figure 10 shows that our results are very
similar to those of the more detailed analysis of Kamrath et al. (2006).

3.5. MONTE CARLO FRAMEWORK

All modules were combined in a first order Monte Carlo framework. First,
a discharge value was randomly chosen from the composite flood fre-
quency curve at Cologne. Next, the flood type was randomly chosen
according to the likelihood of the flood types identified by the cluster anal-
ysis. From discharge and flood type, a flood wave was constructed and
then routed to the final gauge at Rees, with tests for levee breaches at Kre-
feld and Mehrum. The discharge was increased by discharges from the
tributaries Ruhr and Lippe which were calculated on the basis of the main
river – tributary regressions shown in Figure 6. In order to simulate the
correlations between the main and tributary discharges, the tributary

Figure 10. Direct property damage within the polder at Mehrum as a function of the

inflow volume after/during a levee failure.
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discharge was randomised for any given main river discharge assuming a
normal distribution with means calculated from the regression equations
and standard deviations calculated from Equation (10):

rtriB cor ¼ rtriB

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� q2

i

q
ðCullen and Frey, 1999Þ ð10Þ

where qi denotes the correlation coefficients (Table III). The randomised
tributary discharges were additionally corrected to the base flow in case of
randomised discharges smaller than the base flow. Using this procedure it
was possible to represent both the functional relationships between main
and tributary discharges as expressed in the regression formulae and the
variability in the relationship as expressed in the correlation coefficients.

For the target area (polder at Mehrum) the discharges were, in a next
step, transformed into direct property damages with the damage curve
(Figure 10) to assess the flood risk. By repeating this procedure 105 times,
the distribution function of input discharge at Cologne was transformed
into a distribution function of property damage at the Polder Mehrum.
This distribution was plotted as a risk curve which represents the return
interval of events associated with a damage exceeding a given level.

To account for the uncertainties of the spatial breach development (Sec-
tion 3.3), the procedure described above was performed for five different sce-
narios K0, K100, K200, K300 and K400 with breach widths of 0–400 m at
Krefeld. For all scenarios, the same set of randomised maximum discharges
for the main river Rhine was used in order to accurately assess the influence
of breach widths at Krefeld on the failure probabilities at Mehrum.

4. Results

The results of the MC-simulations for the five scenarios show a significant
effect of the upstream levee breaches on the risk of levee breaches and
flood damages downstream (Table V). Without any upstream breaches, the
levee at Mehrum failed 92 times (failure rate 0.92&) in the MC-simulations.

Table V. Number of levee breaches in the 105 simulations for the five scenarios K0, K100,
K200, K300 and K400 with breach widths of 0–400 m at Krefeld.

Scenario Total no. of model runs with breaches Krefeld Mehrum

K0 92 – 92

K100 164 164 39

K200 162 162 20

K300 166 166 6

K400 161 161 1
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When breaches at Krefeld were allowed, this figure was significantly reduced
(to only one failure of the levee at Mehrum in the case of a breach width of
400 m at Krefeld, Table V). The flood frequency curve at Rees, the most
downstream gauging station of the investigation area, is also influenced by
the number of upstream levee breaches and the breach width at Krefeld.
Figure 11 shows the frequency curves for the different scenarios derived
from Weibull Plotting Positions of the output of the routing module. The
return intervals associated with discharges larger than the critical discharge
required for levee breaches differ as a function of the breach width. Overall,
the exceedance probabilities of extreme events are reduced by upstream levee
breaches while the exceedance probabilities of discharges at the critical levels
are increased. This effect is caused by the reduction of a number of floods
overtopping the levee to discharges below the critical overflowing discharge
(Figure 9). The effect is more pronounced the wider the breach at Krefeld is
assumed.

The risk curve for Mehrum was constructed from the calculated inflow
volume of the polder for the different scenarios. Exemplarily Figure 12
shows the trajectories of the polder volume for the six breach events of
scenario K300. It can be seen that the polder is quickly filled and levelled
with the water level of the river. The expected damage for each breach

Figure 11. Frequency curves (interpolated Weibull Plotting Positions) at gauge Rees
after routing and levee breaches for the five scenarios (Table V).
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event was calculated from the damage curve (Figure 10) and the maximum
inflow volume of the breach events. By this procedure, the risk curve for
the polder at Mehrum shown in Figure 13 was derived. The step-like tra-
jectories of the risk curves are a result of the presence of the flood protec-
tion system as the damages only occur for discharges equal to or in excess
of discharges causing levee failure. For breach widths at Krefeld larger
than 300 m, the risk of damage at Mehrum is zero up to a return interval
of 104 years which is a result of the high retention capacity of the
upstream polder. This, again, emphasises the key role of upstream levee
failures for the flood risk downstream.

5. Discussion and Conclusions

The proposed model quantifies the probability of levee failures caused by
overtopping as well as the monetary damages in the target area. The sto-
chastic approach allows a large number of simulation runs in a Monte
Carlo framework in an acceptable time-frame. The flood risk analysis is
therefore not restricted to a few scenarios but covers a wide variety of
flood events. The randomised flood events not only differ in terms of peak
discharges but also in terms of the shapes of the hydrographs and the trib-
utary discharges. Therefore, the approach is amenable to integrated flood
risk assessment.

Figure 12. Filled volume of the polder at Mehrum during breach events of scenario
K300.
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The results suggest that, in the area under investigation, upstream levee
failures significantly affect the failure probability downstream and, hence
the risk curve of the target area. The simulations also show the effect of
the retention volume of a polder. Owing to the very large retention capac-
ity of the hinterland at Krefeld the levee failure probability at Mehrum is
significantly reduced and the flood frequency curve at Rees is attenuated if
levee failures at Krefeld are allowed. The size of the polder at Mehrum in
combination with the dimension of the flood protection structures control
the shape of the flood risk curve. The step-like shape of the risk curve
results from the small volume of the polder and the high magnitude of the
events overtopping the levee. This means that once a levee fails due to
overtopping, an immediate damage larger than 70 Mio. e has to be
expected. But if breach widths of 300 m and larger are assumed for the
breach location Krefeld, the risk for Mehrum is zero up to return intervals
of 104 years. However this statement has to be treated with care, since the
uncertainties involved in this risk assessment are not estimated to full
extent at present. At the present state the flood frequency statistics (annual

Figure 13. Flood risk curve for the polder at Mehrum. K0, K100, K200, K300 and

K400 relate to breach widths of 0–400 m at Krefeld (damages in scenarios K300 and
K400 have return intervals >104).
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maximum series) and the spatial breach development are considered in the
uncertainty estimation. However, the model system allows the analysis of
additional various sources of uncertainty like uncertainties associated to the
stage-discharge relationship or the determination of levee breaches. In order
to refine the uncertainty analysis, 2nd-order Monte-Carlo simulations will be
performed in the future and confidence bounds on the risk curves will
be constructed. However, since the estimated risks significantly depend on
the width of upstream breaches, as shown by the scenario results, and since
the likelihood of the breach width scenarios is unknown, an unknown portion
of uncertainty will remain in this risk assessment. In order to address this
problem, a study investigating the levee breaches during the August-2002
flood of the Elbe will be started soon.

Due to its modular structure and the universal nature of the methods
used, the proposed model system should be transferable to other river sys-
tems provided the required data sets are available. In addition, single parts
of the model system may be applied independently, e.g. to investigate the
probability of levee failure at a given location. It is therefore believed that
the system may be profitably used for a number of additional purposes,
e.g. as a tool for cost-benefit analysis of flood protection measures, and as
a decision support system for operational flood control. Another possible
application is the flood management and control during a severe flood for
which estimates of the effects of upstream levee breaches on the shape and
propagation of the flood wave and thus on inundation risks at the reaches
downstream may be useful. Real time simulations of such scenarios could
facilitate the emergency management and enhance the efficiency of planned
levee failures or weir openings. However, a prerequisite for these applica-
tions is an accurate calibration of the model system to a given reach.
Clearly, this needs to be done prior to a severe flood event. This implies
that, ideally, the flood risk estimation system should be applicable to both
long-term planning tasks and operational decision support.
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